The advantages of regional large-scale assessments: Evidence from the ERCE learning survey

Tenth meeting of the Global Alliance to Monitor Learning (GAML)

Paris, 6 - 7 December 2023
The advantages of regional large-scale assessments: Evidence from the ERCE learning survey

Diego Carrasco a,⁎, David Rutkowski b, Leslie Rutkowski b

a Centro de Medición MIDE UC, Escuela de Psicología, Pontificia Universidad Católica de Chile, Vicuña Mackenna 4860, Macul, Santiago, Chile
b Counseling & Educational Psychology, Indiana University, 201 N Rose Ave, Bloomington, IN 47405, United States

ARTICLE INFO

Keywords:
International assessment
Examinee-test alignment
ERCE
Wright maps

ABSTRACT

This study examines the potential advantages of regional assessments, such as ERCE 2019, in addressing challenges faced by larger international large scale assessments with heterogeneous populations. The paper investigates whether a regionally focused assessment, developed with the active involvement of all participating countries and targeting more homogeneous populations in terms of language, culture, and economic development, can result in better alignment between measurement instruments and participants’ proficiency. Using construct mapping techniques and item response theory reliability indexes, the study aims to identify whether the measurement gaps observed in studies with more heterogeneous populations studies like TIMSS and PISA also exist in ERCE.

1. Introduction

In spite of the care with which International Large Scales Assessments (ILSAs) in education are designed, they remain subject to a cross-cultural measurement paradox: ‘The larger the cross-cultural distance between groups, the more likely cross-cultural differences will be observed, but the more likely these differences may be influenced by uncontrolled variables’ (Van De Vijver and Matsumoto, 2011, p. 3). In the context of recent ILSA administrations, this issue is difficult to avoid, as more (and more heterogeneous) countries are included in each study. For instance, the Programme for International Student Assessment (PISA), the largest ILSA, began with 44 participating educational systems in 2000. By 2022, the study expanded to include 82 participating educational systems. A notable aspect of PISA is the participation of both member countries and non-member countries, commonly referred as “partner countries”. Since all OECD countries participate in every cycle, PISA’s growth primarily stems from the inclusion of partner countries, which are generally less economically developed. Another example of ILSA expansion is evident in the Trends in International Mathematics and Science Study (TIMSS). In 2019, TIMSS included 70 systems participating systems in either fourth or eighth grade, which is an increase of 30 systems from the study’s first administration in 1995. Like PISA, TIMSS included highly varied systems in regard to economic development. Table 1 highlights a facet of the heterogeneity in PISA by illustrating the growth in the number of participating educational systems and their respective GDP per capita, expressed in 2018 US dollars. Notable is the growth in partner countries as well as the substantial difference in economic development between these two groups of participating educational systems.

Different reasons have been laid out in the literature regarding why countries participate in ILSAs. These reasons include external factors such as regulations, normative reasons related to countries conforming to global accountability practices, and rational reasons linked to public policy making (Ahmed et al., 2022; Liu and Steiner-Khamsi, 2022). For instance, participation in certain ILSAs promoted by the OECD is often expected for member states. However, in the case of Mexico, there was a temporary suspension of its participation in PISA 2022 as the pilot studies were put on hold (El Financiero, 2021). However, following the public announcement of this news in April 2021, Mexico’s president reaffirmed the country’s participation in the OECD study (Carrillo, 2021). On the other hand, Mexico declined its participation in ERCE 2025. Liu and Steiner-Khamsi (2022) suggest that low- and middle-income countries may be inclined to participate in ILSAs due to normative expectations, following the example of other countries in their region, engage in test-based accountability. Further, participating in ILSAs can serve as indirect tools to attract international donors, loans, and aid, and it can also put countries on the map and facilitate policy
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borrowing and lending among participating educational systems (Wagemaker, 2013). Implementers and national coordinators emphasize the rational motivations for participating in ILSAs, such as evidence-based policy making and decision making in participating countries (Ahmed et al., 2022; Lagos, 2021). Regardless of the specific reasons for countries enrolling in ILSA studies, participation in ILSAs has witnessed growth, particularly in low- and middle-income countries over the past two decades (Rutkowski and Rutkowski, 2019).

Regarding the methodological challenges that arise when assessing heterogeneous populations, three areas often pose difficulties for ILSAs (Rutkowski and Rutkowski, 2019): defining, operationalizing, and measuring comparable constructs; instrument translation; and drawing representative samples. The growth in participation of international assessments has made the assessment development process increasingly complex, leading to potential threats to the valid interpretations and uses of assessment results. Notably, Rutkowski and Rutkowski (2019) discuss the challenges of reaching all populations in all countries, how translation goes beyond being a purely technical pursuit when dealing with 90 different systems, and how the increasingly broad range of achievement necessitates that assessments expand the scope of what and how they measure. Concerning the latter, research has demonstrated that both PISA and TIMSS do not adequately measure all participating countries, particularly among the lowest performing groups (Rutkowski and Rutkowski, 2019; Rutkowski, Rutkowski, and Liaw, 2019).

Both TIMSS and PISA exhibit poor alignment between the difficulty of administered items and average achievement of low-performing populations. This leads to floor effects, whereby a large proportion of students in a particular country score at or near the minimum score possible on a test, resulting in a lack of variability in scores, which makes it difficult to accurately compare the performance of students across countries. Such misalignment leaves large areas of the achievement continuum under- or essentially unmeasured (Rutkowski, Rutkowski, and Svetina Valdivia, 2022). Even on an assessment especially tailored to low-performing countries, substantial misalignment exists for many participating countries, with extreme misalignment leaving some populations essentially unmeasured (Rutkowski and Rutkowski, 2021). The primary focus of this paper is to address the issue of test difficulty-student proficiency misalignment and investigate whether a more regionally focused assessment results in better alignment. One potential solution to the challenges mentioned above is the development of cross-cultural assessments that target educational systems with greater homogeneity in language, culture, or geography. Established in 1995, the Southern and Eastern Africa Consortium for Monitoring Educational Quality (SACMEQ) was one of the first such assessments. SACMEQ’s policy and programs are determined by the 16 Ministers of Education that comprise the consortium’s governing council. Since 1995, the SACMEQ consortium has administered four periodic assessments that measured mathematics and reading. Unlike TIMSS and particularly PISA, SACMEQ is designed and implemented by local experts who develop and include measures of important region-specific topics. For instance, in 2007, an HIV and AIDS survey and assessment was introduced to measure student attitudes and knowledge in this critical area. Murimba (2005) argued that the regional focus of SACMEQ’s assessment and background questionnaires resulted in better tailored and more meaningful measurement when compared to larger ILSAs.

Another regional assessment system, developed by the UNESCO Regional Bureau for Education in Latin America and the Caribbean (LLECE), was established in 1994 by the 15 founding members with aims to: promote evidence-based education policy through the generation of (empirical) data on quality education and associated factors; develop education assessment capacities; and serve as a forum to generate and share ideas and discuss best practices in education (Viteri and Zoido, 2019). To date, the LLECE laboratory has completed four regional assessments with the most recent being the fourth ERCE, completed in 2021.

Building on the primary focus mentioned earlier, the purpose of the current paper is to examine whether regional assessments with more homogeneous populations, such as ERCE 2019, can better attend to some of the measurement challenges faced by larger ILSAs that feature more heterogeneous populations. ERCE 2019 assessed students’ academic abilities at third and sixth grades in the domains of language, mathematics, and science, with the latter only assessed in sixth grade. We chose the ERCE 2019 study due to its desirable features that may minimize some challenges of the larger ILSA studies noted by Rutkowski and Rutkowski (2019) and because it represents the most recent published cycle of this study. In the following sections, we describe each of these features in relation to ERCE 2019 characteristics.

In 2019, ERCE included 15 participating countries in Latin America and was administered in only two languages: Spanish with a small number of language adaptations (UNESCO, 2022 see Annex 2 for adaptations), and Brasilian Portuguese. This greatly reduced the language variability when compared to other ILSAs. By comparison, the TIMSS 2019 assessment was translated into 50 languages (Martin et al., 2020) and PISA had over 100 country-specific language combinations (OECD, 2020a). It is also important to note that the source language for questions in TIMSS is usually English, which is then translated into the other languages. In the case of ERCE, the test and questionnaires language are either only Spanish or Brasilian Portuguese, further reducing the burden of translation and possible interpretation errors or cultural differences in understanding.

Regarding economic differences, the range in ERCE was much less drastic than TIMSS and PISA. For example, the wealthiest country in ERCE was Uruguay (17,278 USD, GDP per capita 2018) and the poorest was Nicaragua (2021 USD, GDP per capita 2018). By comparison, in PISA the economic differences are much more drastic. For example, the Dominican Republic (7947 USD, GDP per capita 2018) who participated in PISA 2019 was compared in math, science, and reading to Ireland with a GDP per-capita of 99,152 USD. Given more similar economic situations across participating countries, ERCE was able to include background questionnaires that are more aligned across countries, resulting in greater comparability compared to PISA and TIMSS (San- doval-Hernández, Miranda, Rutkowski, and Matta, 2018; UNESCO, 2022). In regard to curriculum, the ERCE 2019 achievement portion of the study was developed based on a curricular study covering all participating countries (UNESCO, and LLECE, 2020; UNESCO-OREALC, 2020; Vanni and Valenzuela, 2020). Furthermore, all participating countries contributed to item development for each test, and importantly, representatives from all countries participated in discussions around the inclusion of content domains and coverage to ensure a well-balanced assessment for each participating country (UNESCO-OREALC, 2016). This practice contrasts significantly with PISA 2018, for example, where only 17 and 14 countries contributed items to the computer- and paper-based assessments, respectively, with Serbia being the only non-OECD member contributing items (OECD, 2020b). Additionally, only OECD members and associate members have voting rights on the development of PISA, excluding the majority of PISA participating educational systems (OECD, n.d.).
In summary, ERCE’s design emphasizes measuring the curricula of a relatively more homogeneous group of countries in terms of language, culture, and economic development compared to TIMSS and PISA. Moreover, unlike other larger international studies, ERCE was developed with the active involvement of all participating countries and its framework was informed by a comprehensive curricular study. Finally, through a deliberative development process, ERCE countries had equal opportunities to influence study implementation decisions via the “national coordinators assembly” (Vanni and Valenzuela, 2020). With these characteristics in mind, we investigate whether a regionally focused assessment can result in better alignment between the measurement instruments and the student’s proficiency distribution of each participating educational system. To do so, we use construct mapping techniques (Wilson, 2005) used in previous research (see Rutkowski and Rutkowski, 2021; Rutkowski et al., 2019), and item response theory reliability indexes, to query whether the same sorts of measurement gaps observed in studies like TIMSS and PISA exist in ERCE. We describe the data and our analytic approach subsequently.

2. Methods

2.1. Data

We use data from the UNESCO’s Fourth Regional Comparative and Explanatory Study, ERCE 2019 (UNESCO, 2022). This is an international large scale assessment study, that collects representative samples of third and sixth grade students, from 16 Latin-American countries. Students are assessed in math, language, and science (the latter only at sixth grade). Further, context and background information from students, teachers, school principals, and student’s families is collected. This study uses a two-stage sampling design. Schools are selected through a stratified design, and all students from the sampled classroom from the selected school are invited to participate.

2.2. Measures

Most of the ERCE items are multiple choice (95% on average across tests), where student responses can be classified into correct and incorrect answers. A small number of open-ended questions are included in the math and science test, eliciting short answers scored as correct, partially correct, or incorrect. The specification of each test considered a number of subject domains, and the involvement of three cognitive processes for each test. For example, the assessment of math at sixth grade includes the domains of numeracy, geometry, measurement, statistics, variation, patterns and algebra. Moreover, the test is design to also assess the cognitive processes of recognition of objects and elements, simple problem solving, and complex problem solving (UNESCO-OREALC, 2023). Students from each participating country answer a
and, on the second day, they complete the background questionnaire. This requires two days, where students complete the test in the first day—generated with a rotated block design with the person latent mean realizations per country. The lower and upper limit of the 95% confidence interval; ERCE scores deviation of 100 scores; Latent means estimated ability scores using the metric of the ERCE study, with an expected mean of 700 and standard deviation of 100 scores; Latent means estimated ability means using the fitted IRT model; EAP-PSR reliability expected a posteriori person separation reliability of the person latent mean realizations per country.

Table 2
Sample Size, Achievement scores and estimated Latent means, and number of items above and below countries Latent Means (sixth grade students, Mathematics).

<table>
<thead>
<tr>
<th>Countries</th>
<th>n</th>
<th>E</th>
<th>CI95%</th>
<th>E</th>
<th>CI95%</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>República Dominicana</td>
<td>8314</td>
<td>4899</td>
<td>[630; 642]</td>
<td>-0.48</td>
<td>[-0.55; -0.43]</td>
<td>0.70</td>
</tr>
<tr>
<td>Panamá</td>
<td>15,069</td>
<td>5632</td>
<td>[639; 650]</td>
<td>-0.41</td>
<td>[-0.46; -0.37]</td>
<td>0.73</td>
</tr>
<tr>
<td>Paraguay</td>
<td>5774</td>
<td>4849</td>
<td>[641; 654]</td>
<td>-0.38</td>
<td>[-0.45; -0.34]</td>
<td>0.75</td>
</tr>
<tr>
<td>Guatemala</td>
<td>4254</td>
<td>4895</td>
<td>[650; 664]</td>
<td>-0.30</td>
<td>[-0.38; -0.23]</td>
<td>0.75</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>1983</td>
<td>4868</td>
<td>[658; 688]</td>
<td>0.26</td>
<td>[-0.31; -0.22]</td>
<td>0.69</td>
</tr>
<tr>
<td>El Salvador</td>
<td>4003</td>
<td>5920</td>
<td>[671; 681]</td>
<td>-0.15</td>
<td>[-0.22; -0.11]</td>
<td>0.73</td>
</tr>
<tr>
<td>Honduras</td>
<td>2499</td>
<td>4423</td>
<td>[672; 693]</td>
<td>-0.11</td>
<td>[-0.22; -0.02]</td>
<td>0.75</td>
</tr>
<tr>
<td>Cuba</td>
<td>8027</td>
<td>5126</td>
<td>[679; 699]</td>
<td>-0.05</td>
<td>[-0.16; 0.04]</td>
<td>0.83</td>
</tr>
<tr>
<td>Argentina</td>
<td>12,712</td>
<td>5004</td>
<td>[684; 696]</td>
<td>0.04</td>
<td>[-0.11; 0.03]</td>
<td>0.77</td>
</tr>
<tr>
<td>Colombia</td>
<td>6390</td>
<td>4467</td>
<td>[699; 714]</td>
<td>0.09</td>
<td>[0.00; 0.16]</td>
<td>0.78</td>
</tr>
<tr>
<td>Ecuador</td>
<td>6854</td>
<td>6758</td>
<td>[712; 728]</td>
<td>0.20</td>
<td>[0.12; 0.27]</td>
<td>0.80</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>10,170</td>
<td>3699</td>
<td>[719; 733]</td>
<td>0.25</td>
<td>[0.17; 0.32]</td>
<td>0.75</td>
</tr>
<tr>
<td>Brasil</td>
<td>8638</td>
<td>4349</td>
<td>[724; 742]</td>
<td>0.31</td>
<td>[0.21; 0.39]</td>
<td>0.82</td>
</tr>
<tr>
<td>México</td>
<td>9820</td>
<td>4824</td>
<td>[752; 764]</td>
<td>0.51</td>
<td>[0.43; 0.57]</td>
<td>0.80</td>
</tr>
<tr>
<td>Perú</td>
<td>6611</td>
<td>5938</td>
<td>[751; 767]</td>
<td>0.52</td>
<td>[0.45; 0.58]</td>
<td>0.81</td>
</tr>
<tr>
<td>Uruguay</td>
<td>16,036</td>
<td>5176</td>
<td>[753; 766]</td>
<td>0.53</td>
<td>[0.47; 0.58]</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Note: GDP = gross domestic product in US dollars, with constant prices at 2010, source https://datos.bancomundial.org/; n = sample size; E = estimated mean; CI95% = lower and upper limit of the 95% confidence interval; ERCE scores = ability scores using the metric of the ERCE study, with an expected mean of 700 and standard deviation of 100 scores; Latent means = estimated ability means using the fitted IRT model; EAP-PSR reliability = expected a posteriori person separation reliability of the person latent mean realizations per country.

2.3. Analysis

For our analysis, we rely on item response theory (IRT), which is a latent variable model that relates the probability of a correct answer to parameters that describe the item and the examinee. In particular, we use a Rasch model (Rasch, 1960) that relates person proficiency and an item’s location to the probability of a correct response, given as:

\[ P(x_i = 1 | \theta_i, b_j) = \frac{1}{1 + e^{-(\theta_i - b_j)}}, \]

where \( \theta_i \) is the proficiency level for examinee \( i \). The parameter \( b_j \) is a characteristic of item \( j \). In particular, \( b_j \) is the item difficulty, which locates item \( j \) along the proficiency continuum and can be interpreted as the proficiency value that corresponds to a 50% chance of a correct answer. Higher values indicate a more difficult item, lower values represent easier items. For example, an item that is located at the overall average of 0 is more difficult than an item that is located at -0.25 and is less difficult than an item that is located at 0.25. In a similar vein, examinees that are located at 0 are said to be more proficient than examinees at -0.25 and less proficient than examinees at 0.25 on the scale. A comprehensive description of these parameters and their interpretations are well outside the scope of this manuscript; however, interested readers are encouraged to consult Hambleton et al. (1991) or Embretson and Reise (2000).

Following a similar approach to Rutkowski et al. (2019), and Rutkowski and Rutkowski (2021), we examine the degree to which ERCE is well-matched to the participating populations of students using a visual means to relate examinees proficiency to item parameters, referred to as a construct map (Wilson, 2005). A construct map shows the distribution of examinee proficiency against the item location on the same continuum. To develop these maps, we rely on a principle in item response theory (IRT) that allows us to place test items and examinees on the same scale (Embretson and Reise, 2000). This offers the possibility of comparing individuals to one another, items with one another, and comparing individuals with items. To plot the proficiency distribution for each country, we use the latent realizations of a multiple group IRT model, which we describe subsequently. These graphical representations give an overall picture of the alignment between a group of examinees to the test. A test that is well-matched to examinees is one where the items are located at or around substantial portions of the proficiency distribution. Gaps in item locations indicate that the construct is not well-measured for those areas of the proficiency continuum. Fig. 1 depicts several hypothetical countries that vary in terms of their proficiency alignment to a hypothetical test. Each curve represents the proficiency distribution of a hypothetical country. Each vertical line represents the location of a hypothetical item along the proficiency/difficulty continuum. Those groups on the far left and far right of the figure are countries with poor proficiency/difficulty alignment. In particular, countries at the left of the figure would be poorly measured by this hypothetical test because the items are overly difficult. The opposite is true for countries at the right of the figure—this test is overly easy for these groups of examinees. Countries in the middle of the figure have proficiency that is well aligned to the test.

To estimate item parameters and population achievement distributions, we use the model in Eq. 1 fit to each group simultaneously as a multi-group IRT model (Millsap, 2011). For our construct maps, we use the following parameterization: we fixed the average of the country latent means 0 (Embretson and Reise, 2000) and within this constraint, we freely estimate relative latent means and variances. Item parameters were constrained to be equal across countries. We used a logit link, and a robust maximum likelihood estimator in the Mplus software (Asparouhov and Muthén, 2020; Muthén and Muthén, 2017). The resulting item parameters and population achievement estimates were combined into two measurement maps which show the degree to which the examinee proficiency is measured in each population and where any gaps in measurement might exist.

To describe how well examinees from each country are matched to the test, we use two strategies. The first is a visual summary where we display the items’ location of the test overlaid as a kind of curtain on each country’s proficiency distribution, similar to Fig. 1. This latter strategy helps to summarize how well the test is aligned to the reduced number of items, generated with a rotated block design with two blocks of 16 questions. Thus, a student answers about 32 items, while the specific items depend on the randomly assigned form. On the full ERCE assessment 35%, 19%, 23%, 13%, and 10% of items assess numeracy, geometry, measurement, statistics and patterns and algebra, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively. While in terms of cognitive process 17% of the items involved the cognitive processes of recognition of objects and elements, respectively.
participating countries of the study. The second approach we used, was to estimate the expected a posteriori person separation reliability estimate (EAP-PSR) (Adams, 2005). Person separation reliability estimates are the proportion of variance accounted for by person proficiency location, in comparison to the total variance of the measurement process. If a country, or a portion of the distribution of persons, is unaligned to its test, then the standard errors around the person’s expected locations will be larger. As such, the more unalignment there is between a group and the test items difficulty distributions, the smaller should be the EAP-PSR reliability estimates.

In summary, we expect that countries with a poor alignment to the distribution of difficulties of the test’s items, will display lower reliability (EAP-PSR). In addition, unaligned countries will be located further away from the item location estimates, displayed as an overlayed curtain as described previously. Unaligned countries, similar to the hypothetical countries at the extremes at the right side, or the left side from Fig. 1, should depart from the range of difficulties of the test. In a floor effect scenario, the unaligned countries should be further the left. The opposite should be true in a country with poor alignment because of an overly easy test. Thus, in this latter scenario the test would show ceiling effects for this participating country. This conjecture is consistent with Rutkowski et al. (2021) who showed that in a version of PISA for developing countries (PISA-D), there are considerable floor effects. For example, students from Guatemala and Honduras, two countries participating in ERCE and in PISA-D, feature just 6 items below their country mean in PISA-D, leaving large segments of the proficiency continuum under- or unmeasured. A more extreme case was Zambia where no items existed below their proficiency mean, suggesting that there was little to learn about what their students knew and could do.

3. Results

3.1. Country latent means and reliability (EAP-PSR)

In Table 2, we summarize the ERCE 2019 participating countries’ results, including their gross domestic product per capita (GDP), the student sample size, the observed score on the test, the estimated latent mean, and estimated EAP-PSR reliability. Given that latent means across countries average to zero, we can evaluate how far a country is from average by noting how far above or below zero their achievement estimate is. Countries exhibited latent mean distances from the center of the proficiency distribution ranging from \(-0.48\) to \(0.53\). The EAP-PSR reliability estimates vary from 0.70 at the lowest to 0.82 at the maximum, while the EAP-PSR reliability is 0.80 for the pooled sample of countries.
3.2. Distribution of item locations and country proficiency distributions

A limitation of global indicators, such as the EAP-PSE reliability, is that this index cannot tell where the information gaps are. A country can be unaligned at the left, at the right, or the test can have considerable gaps of non-observed items at portions of the ability distribution. Fig. 2 complements the previous results by providing the specific location of all the items of the test along the proficiency continuum for each country. Based on these results, all participating countries seem reasonably well covered by the distribution of item locations of the test. There is no evidence of substantial misalignment for any of the ERCE participating countries, nor is there evidence of floor or ceiling effects. We also include results for math at third grade in Fig. 3, and corresponding figures for the rest of the domains and grades are included Appendix A.

4. Discussion

To measure adequately and with sufficient precision, it is important that an assessment is aligned with the measured populations’ proficiency. As noted previously, recent research found that ILSAs that are designed to measure dozens of heterogeneous populations suffer in this regard. In fact, even in PISA-D – a study designed specifically to measure economically developing and lower-performing countries – there were few or no items to measure large segments of proficiency for participating countries. A possible explanation for these measurement gaps is that no new items were developed for PISA-D (OECD). Instead, existing PISA items and items pulled from other extant assessments were used to measure study participants. And for larger studies like TIMSS and PISA, the sheer number and heterogeneity of participating educational systems make it challenging to measure well with a single, common instrument.

For example, translating PISA into over 100 country-specific language combinations (OECD, 2020a) and the substantial difference in achievement across participating educational systems are just a few of the complexities that testing organizations face when measuring a large collection of educational systems. In contrast, a regional assessment like ERCE measures a more homogeneous group of participating countries who generally speak a common language with only slight local variations, with the exemption of Brazil, sharing a Spanish or Portuguese colonial history, and other cultural similarities. The homogeneity of language across the participating countries reduces the burden of translation and local variations, which is a challenge to cross-cultural research (van de Vijver, Jude, and Kuger, 2019).

It is possible that curricula of ERCE participating countries is more similar to each other than to countries outside the region. Most of the ERCE participating countries present a “problem resolution” approach for the teaching of mathematics (UNESCO-OREALC, 2020). We believe
that the active participation by all participating countries in test development, as a collaborative endeavor (Vanni and Valenzuela, 2020), may help reach a higher alignment between country proficiency distributions and item locations in ERCE. Moreover, test development is preceded by a curricular study of all participating countries, thus assuring test selected items for the pilot stage have enough proficiency coverage for each participating country (UNESCO, and LLECE, 2020; UNESCO-OREALC, 2020; Vanni and Valenzuela, 2020). This last feature of the ERCE study could be of particular interest for educators with a focus on research inquiries that require curricular alignment, that the ERCE study provides while other ILSAs may lack.

Our findings provide evidence that in at least one example, a regional approach to cross national assessment confers important advantages when compared to larger international assessments. Although comparison and learning from others was an original goal of international assessment architects (Purves, 1987), massive growth led a number of critics to question the utility of comparing vastly different systems that have little in common (Meyer and Benavot, 2013; Sellar and Lingard, 2013; Sellar, Thompson, and Rutkowski, 2017). For example, comparing Iceland, a small homogenous Nordic country of approximately 350,000 people to Mexico with a diverse economy and a population of nearly 130 million is difficult at best and misleading at worst. Although, admittedly, all systems within a region have important differences, they are often more similar to one another than to systems outside the region, which makes policy borrowing more reasonable as regional peers could be grounded in a similar reality. Thus, the present features of ERCE highlighted in the present study, should be of interest for policy makers, when choosing what study to use for evidence-based policy making, and decision making as ILSAs’ studies differed on the quality of information these can provide at different proficiency levels. Further, studies with other regional large-scale assessment can test the present assumption. For the ERCE study, our analysis provides some evidence that there are tangible measurement advantages of a regional large-scale study.

When examining the measurement of socio-economic status between international assessments, Sandoval-Hernandez et al. (2018) found that although neither TIMSS, PISA, nor ERCE in its third round (also known as TERCE) had acceptable measurement properties, the results from ERCE showed the most promise in terms of comparability. The authors wrote, “as a regional assessment that focuses on similar language groups, cultures, and economies (when compared to PISA and TIMSS), with more focus ERCE should be able to design and administer questionnaires that are better tailored to a specific population” (p. 55). Their results showed that ERCE 2013 was able to develop a socioeconomic background scale that exhibited a higher level of comparability than other international assessments. Further, both PISA and TIMSS included participating systems in their scales that did not meet basic quality standards. One explanation is that these educational systems differed so much in terms of the actual construct of socioeconomic status that the
developed scale was not relevant. By contrast, ERCE, with a more homogeneous set of participating countries, included indicators that were better aligned to the participating set. Sandoval-Hernández et al.’s findings are consistent with the current paper in demonstrating the advantage of regional assessments on both the achievement and student background side of the assessment.

Although regional assessments provide important benefits to participating countries, larger international assessments offer value beyond what regional assessments can provide. Notably, capacity building in educational systems that have no national or jurisdiction assessment of their own is one clear advantage. Capacity building was an early aim of the first large-scale assessments (Wagemaker, 2013) and remains an important goal of the organizations that conduct the assessments (OECD; Ward, 2019). Clearly regional assessments also offer the possibility of capacity building, however, the resources, institutional knowledge, and infrastructure of large studies like PISA and TIMSS are unrivaled. Second, comparison over time on an internationally agreed-upon measure is valuable. Even if a country is so outside of the reference group of participating countries, internal benchmarking is useful for understanding whether and how an educational system has changed over time on a common international scale. Thirdly, a common limitation of regional studies is their less frequent utilization of data for research inquiries and education policy debates compared to ILSAs such as PISA, which dominates in this aspect. The majority of research in comparative education, policy borrowing, and ILSA studies heavily relies on secondary data from PISA, with over 1000 publications dedicated to it (Hernández-Torrano and Courtney, 2021). In contrast, regional studies often have limited usage due to their documentation primarily being available in the most commonly spoken language of their region of origin. This limitation restricts access to a broader audience of researchers who predominantly use English as the lingua franca. For instance, the documentation for the ERCE study is exclusively in Spanish, while the Programme d’analyse des systèmes éducatifs de la CONFEMEN (PASEC), another regional study, provides documentation exclusively in French.

Given that regional and international large-scale assessments offer their own distinct advantages (and disadvantages), efforts to assess minimum proficiency levels of academic attainment at the country level should consider what is best to achieve such a goal. The efforts to obtain the proportion of students per country satisfying the United Nations’ Sustainable Development Goals 4, Target 4.1.1 (SDG 4.1.1), that is, proportion of girls and boys reaching at least the minimal level of competence in readings, and mathematics, requires assessment test which are informative enough at the expected level of proficiency. Otherwise, percentages of students satisfying such a goal, will include high uncertainty. Our findings show that is not enough to just participate in an international large scale assessment study to report on the SDG 4.1.1, but to participate in the most informative one.

\[ \text{Fig. A2. Countries distribution of the person estimates, for sixth graders Language test, and item location estimates.} \]
A main limitation of the present study is that its claims are limited to the specific features present in ERCE 2019, the regional study being examined, which follows the common research design of ILSAs (e.g., representative sample of students, proficiency scores presented as plausible values, inclusion of background questionnaires with various actors) (see Rutkowski, Gonzalez, Joncas, and von Davier, 2010). According to Lockheed and Wagemaker (2013), ILSA studies should fulfill two missions that need to be aligned: providing measurement quality regarding the outputs of education systems and providing information for policy use, as well as facilitating the generation of such information by participating countries. The present study focuses on ERCE 2019 as a regional ILSA, primarily addressing the measurement quality mission while not fully examining its capacity-building features for policy use. Therefore, the claims made in the present study may not be generalizable to all regional studies that can be considered counterparts of other ILSAs in different countries and regions. Further research is necessary to determine if test difficulty-country proficiency alignment is a common feature in all regional studies or if it is a particular characteristic of the ERCE study analyzed in this study. We believe that test alignment, in this sense, is not achieved solely by setting up a regional study but rather through the results of the test construction process, where test design ensures score precision across the proficiency distribution of the participating populations. Furthermore, the capacity-building aspect and policy use of the present regional study require further research to assess how and to what extent they fulfill the second mission mentioned by Lockheed and Wagemaker (2013).

Participating countries, along with their policy makers and country officials, should have a comprehensive understanding of what they can gain from participating in an ILSA study, taking into account their specific policy interests. For instance, if the primary interest lies in assessing the general competence of students at the end of compulsory secondary education, PISA would be well-suited for the task due to its design, which targets the desired population and provides relevant measures. However, if the primary interest is to obtain population-level results on math, language, and science attainment that are tied to the national curriculum for third and sixth grade, the ERCE study would be a better fit for their purpose. We do not believe it is appropriate to make an “either/or” judgment regarding countries’ participation in ILSAs, suggesting that they should only participate in a regional large-scale assessment or an ILSA. Instead, we emphasize that participating countries should be able to assess whether their participation in an ILSA study aligns adequately with their intended objectives. The present study highlights various features of the ERCE study that may have been overlooked but are of general interest to policy makers and educators who require tests aligned to the national curriculum and corresponding to the proficiency distribution of their student population.

Fig. A3. Countries distribution of the person estimates, for sixth graders Science test, and item location estimates.
5. Conclusion

ERCE is not a perfect measure of student proficiency; however, our findings provide valuable insights into the potential for ERCE to serve as a tool for assessing educational performance across participating countries.
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